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We will discuss the problem of finding principal components to the multivari-

ate datasets, that lie on an embedded nonlinear Riemannian manifold within

the higher-dimensional space. Our aim is to extend the geometric interpretation

of PCA, while being able to capture the nongeodesic form of variation in the

data. We introduce the concept of a principal sub-manifold, a manifold passing

through the center of the data, and at any point of the manifold, it moves in

the direction of the highest curvature in the space spanned by the eigenvectors

of the local tangent space PCA. We show the principal sub-manifold yields the

usual principal components in Euclidean space. We illustrate how to find, use

and interpret the principal sub-manifold, with which a classification boundary

can be defined for data sets on manifolds.


